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Color is the characteristic which is most used for image indexing
and retrieval. Due to its simplicity, the color histogram remains the
most commonly used method for this task. However, the lack of good
perceptual histogram similarity measures, the global color content
of histograms, and the erroneous retrieval results due to gamma
nonlinearity, call for improved methods. We present a new scheme
which implements a recursive HSV-space segmentation technique
to identify perceptually prominent color areas. The average color
vector of these extracted areas are then used to build the image
indices, requiring very little storage. Our retrieval is performed by
implementing a combination distance measure, based on the vector
angle between two vectors. Our system provides accurate retrieval
results and high retrieval rate. It allows for queries based on single
or multiple colors and, in addition, it allows for certain colors to be
excluded in the query. This flexibility is due to our distance measure
and the multidimensional query space in which the retrieval ranking
of the database images is determined. Furthermore, our scheme
proves to be very resistant to gamma nonlinearity providing robust
retrieval results for a wide range of gamma nonlinearity values,
which proves to be of great importance since, in general, the image
acquisition source is unknown. c© 1999 Academic Press
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• histograms require quantization to reduce the dimension-
ality. A typical 24-bit color image generates a histogram with
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Content-based image retrieval (CBIR) is a research area
icated to the image database problem [1]. The number of
age database systems which have recently been develope
others that are currently under development [2–5], is strong
idence to this area’s importance.

A key aspect of image databases is the creation of ro
and efficient indices which are used for retrieval of image
formation. In particular, color remains the most important lo
level feature which is used to build indices for database ima
Specifically, the color histogram remains the most popula
dex, due primarily to its simplicity [6, 7].

However, using the color histogram for indexing has a num
of drawbacks:
1 Corresponding author. URL: http://www.dsp.toronto.edu. nder
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224 bins, which requires at least 2 Mbytes of storage space
pending on the resolution. However, with quantization com
loss of color information and there is no set rule as to how m
quantization should be done.
• the color space which is being histogrammed can hav

profound effect on the retrieval results and also governs the
and amount of quantization. For instance, for the RGB sp
uniform quantization can be used since the distribution of e
color plane is essentially uniform. However, in spaces suc
the Munsell and LUV, uniform quantization may not suffice [6
• colorexclusionis difficult using histogram techniques. Fo

example, a simple way that exclusion could be achieved wo
be to simply omit histograms which contain nonempty bins c
responding to the exclusion color. Unfortunately, it would
required to specify a prioriwhich bins represent the exclusio
colors. If the degree of quantization is also factored in, it is e
to see that determination of these bins is an ill-posed prob
If too fewbins are selected, then a perceptually similar bin m
be included in the similarity calculation. If toomanybins are
specified, then a bin corresponding to a dissimilar color m
be omitted, which could possibly misclassify an otherwise va
image. A more desirable approach would be to allow certain
ors to be excluded from a user-defined query right from the s
without requiring an additional level of analysis. In addition
similarity measure should be used to determine if indexed
ors match an exclusion color, and their level of similarity sho
affect the overall image similarity calculation accordingly.
• histograms can provide erroneous retrieval results in

presence of gamma nonlinearity. In general, an image data
can contain images acquired from many unkown sources
can pass through a number of stages from the moment it is
tured to the moment it is displayed. This poses a problem.
example, a scene can be captured on photographic film, tr
ferred to paper and then scanned to digital format where it
be displayed on any computer monitor. These stages intro
a multiplicative nonlinearity due to the gamma nonlinearity
the various equipment [8]. For image retrieval this can ca
very poor performance. It can cause false retrievals and re
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COLOR IMAG

comparisons and similarity measures between pixel values
ultimately images, erroneous [9, 10].
• the histogram capturesglobal color activity; no spatial in-

formation is available. To include spatial information requir
each image to be partitioned inton regions and a histogram bui
for each region [11], which consequently requiresn times more
storage.

In this paper we present a novel scheme for extracting, ind
ing, and retrieving color image data. We use color segmenta
to extract regions of prominent and perceptually relevant co
and use representative vectors from these extracted regio
the image indices. We do away with histogram indexing te
niques and instead implement vector techniques. This way
end up with a much smaller index which does not have the o
completeness orgranularity of a color histogram, yet perform
better and robustly. Our similarity measure for retrieval is ba
on the angular distance between query color vectors and
indexed representative vectors.

The outline of the paper is as follows: Section II discus
our feature extraction method and how we build our image
dices. Section III introduces our vector approach to retrie
and the vector angular-based measure which we implem
Section IV introduces and discusses what we call themultidi-
mensional distance spaceand how we implement it for multiple
color query and color exclusion. Section V discusses the p
lems with gamma nonlinearity and image retrieval and sho
how our scheme proves more robust to gamma variation
other methods. Finally, Section VI concludes the paper.

II. FEATURE EXTRACTION AND INDEXING

Recently, some image retrieval systems have begun to m
away from histogram techniques and begun to make use of
mentation to extract and index features [12–16]. Color im
segmentation is an area which has received a lot of atten
and research. Its popularity and effectiveness lies in the
that the task of color segmentation is an inherent compon
of human visual processing. At the earliest stages of human
sion, low-level processing naturally and automatically partitio
a perceived scene, without any recourse to information reg
ing content or context. These extracted color features are
used in later stages of human vision to build objects which
then identified and classified by the brain.

To extract color features and build indices into our ima
database we take into consideration factors such as human
perception and recall. For example, as humans it is very
ficult, if not impossible, for us to visually discern the diffe
ence between two very closeRGB values, e.g., (255, 48, 32
and (254, 48, 32). Furthermore, if we were to describe
color content of an image, we would use terms such asred,
dark yellow, or bright green, not RGB values. In addition, we

tend to focus on and remember bright saturated regions and l
color regions present in an image. Film manufacturers exp
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the former of these characteristics by increasing the satura
of their color film to make colors appear more vivid to bet
mimic our recall of a photographed scene [17].

When we wish to describe an image or to find a desired ima
we essentially build a low-level model of the image in question
our mind and compare candidate images to this model. The c
granularity provided by histogram indexing is, in most case
not necessary, especially when the final observer is a hum
Thus, it is natural to segment an image into regions of perc
tually prominent color and retrieve candidate images base
the similarity to the color of each of these regions.

A. Segmentation

Our method of color indexing implementsrecursiveHSV-
space segmentation to extract regions within the image w
contain perceptually similar color. We chose this space, du
its proven segmentation performance and for the fact that i
lows for fast and efficient automation. It is not dependent
variables, such as seed pixels or a number of extracted colo
in clustering and region growing techniques [18, 19], and thi
of great significance if database population is to be indepen
of human intervention.

The HSV space [20] classifies similar colors under sim
hueorientations.Hue is particularly important, since it repre
sents color in a manner which is proven to imitate human co
recognition and recall. The conversion from RGB to HSV
performed with the equations

H1 = cos−1

(
1
2[(R− G)+ (R− B)]√

(R− G)2+ (R− B)(G− B)

)
, (1)

whereH = H1 if B ≤ G; otherwiseH = 360◦ − H1;

S= max(R,G, B)−min(R,G, B)

max(R,G, B)
; (2)

V = max(R,G, B)

255
, (3)

whereR, G, andB are the red, green, and blue component val
which exist in the range [0, 255].

In our method, we threshold the peaks of thehuehistogram,
which is known to contain most of the color information, wh
also taking into accountsaturationandvalueinformation.

The first step is to build ahuehistogram for all thebright
chromaticpixels. We have found experimentally that these te
to be colors that havevalue>75% andsaturation≥20%. Once
the pixels which satisfy this criterion are identified, thehuehis-
togram is built and thresholded intom bright colors, wherem
is an image-dependent quantity determined by the numbe
peaks which thehuehistogram exhibits.
arge
loit

From the remaining image pixels,saturationandvalueare
used to determine which regions of the image are achromatic.
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CHROMATIC, and CHROMATIC regions. For the latter two,hueandsaturation
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FIG. 1. HSV cone depicting BLACK, WHITE, BRIGHT CHROMATIC, and
CHROMATIC regions.

Specifically, it has been found, in the literature and experim
tally [21, 22] that colors withvalue<25% can be classified a
black, i.e. at the bottom of the HSV cone, and that colors w
saturation<20% andvalue>75% can be classified aswhite, as
shown in Fig. 1.

All remaining pixels fall in thechromaticregion of the HSV
cone. However, there may be a wide range ofsaturationvalues.
To account for this, we calculate thesaturationhistogram of
all these remaining chromatic pixels. Thesaturationhistogram
is, in general, multimodal and we take this fact into accou
Many segmentation researchers have classified thesaturation
histogram to be bimodal; however, this is not true and we h
found that more accurate color segmentation can be obta
by taking into account its multimodal nature. Assume tha
saturationhistogram exhibitsppeaks, we threshold each of the
peaks and calculate thehuehistogram for the pixels contained i
each given peak. Each resultinghuehistogram, which exhibitsn
peaks, is thresholded accordingly to obtainncolors. The process
is then repeated again for each of thep saturationpeaks. The
entire process is shown in the flowchart in Fig. 2.

Thus for each image, the segmentation algorithm extra
c colors, wherec= ∑pnp + m, which is clearly an image-
dependent quantity. Finally, we calculate the average colo
each of thec colors and use thatRGBvalue as each region’s
representative vector. The reason for usingRGBvectors is pri-
marily due to the fact that there is no established method
similarity calculation in the HSV space. In addition, as will b
seen in the next section, by usingRGBvectors we are able to
exploit powerful angular-based distance measures for simila
calculation.

Figure 3 shows a typical image,jellybeans, and the segmented
result after our recursive segmentation procedure, where 12

ors were identified and extracted, and each region was fil
with its average color. As can be seen, the segmented result
, AND VENETSANOPOULOS
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vides an accurate low-level representation of the color conten
the original image with all dominant and bright colors correc
identified.

The above segmentation technique was performed on our
database of 2000 24-bit images of 512× 512 resolution of gen-
eral image content, including natural scenes, people, arch
ture, animals, and plants. Each image index was built using
c extracted color vectors, along with the percentage of each
tracted color present in the image and the number of reg
which contain each color. A statistical analysis of our ent
2000 image database revealed that the average number of c

FIG. 2. Flowchart of segmentation procedure. Each image is examine
classify the pixels into one of the four categories: BLACK, WHITE, BRIGH
led
pro-
histograms are built and the corresponding peaks are thresholded to segment the
colors.
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COLOR IMAG

extracted was 4.68, including black and white, and the m
mum and minimum number of extracted colors were 13 an
This is a surprisingly small number of colors; however, as
will see, retrieval proves to be very effective.

It is also important to note that, by virtue of using color se
mentation, we can also incorporate spatial color information
our indices quite easily and efficiently, without having to d
matically increase the index size. However, we do not add
spatial color retrieval in this paper.

III. RETRIEVAL

A. Vector Approach

By virtue of the fact that our color indices are three-dime
sional vectors which span theRGBspace, we have at our dispos
a number of vector distance measures that can be impleme
for retrieval. However, studies have shown that measures b
on the angle of a color vector produce perceptually accu
retrieval results in the RGB domain [23]. Furthermore, angu
measures arechromaticity-based, which means that they oper
primarily on the orientation of the color vector in the RGB spa
and, therefore, are more resistant to intensity changes.

As further evidence to the validity of angular-based measu
we find that they exhibit excellent performance in the area
image filtering [24–26]. At first, retrieval and filtering seem u
related. However, the fact is that both use distance measur
determine candidacy. In particular,order statisticsfiltering im-
plements distance measures to group similar vectors tog
and discard outliers, whereas retrievalranks the similarity be-
tween candidates.

Figure 4 depicts the color variation of a given color vec
in the RGB space as the angle is varied at eight points aro
the central vector. From the figure we can see that, as the a
increases further away from the central vector, the perce
color also changes. However, for the small angles of 0.05rad
and 0.10rad the color is perceptually the same as the cen
color; thus, a small neighborhood around a given vector in
RGB space contains colors that can be considered equival

B. Distance Measure

In our system we implement a distance measure base

the angular distancebetween two vectors. Specifically it is a
combinationdistance measure which is composed of an angle

ith
a

dc(i, j ) =
∑ xi − xj∣∣xk + xk

∣∣ , (7)
FIG. 3. True-color 24-bitjellybeanimage and its segmented image of only 12 colors.

FIG. 4. Six swatches depicting color changes around a central color vectorC, with RGBvalues of (187, 83, 78), due to changes in the angular distance w
respect to that vector. The angle is calculated for angles of 0.05, 0.1, 0.15, 0.20, 0.25, and 0.5rad for eight points aroundC. Each swatch shows the effect at

i=1 i j
different point alongC, specifically at 125%, 100%, 75%, 50%, and 25% of|C|.

FIG. 6. Bat image and the colorsea green.
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and magnitude component [27]:

δ(xi , x j )

= 1−
[
1− 2

π
cos−1

(
xi · x j

|xi | |x j |
)]

︸ ︷︷ ︸
angle

[
1− |xi − x j |√

3 · 2552

]
︸ ︷︷ ︸

magnitude

, (4)

wherexi andx j are three-dimensional color vectors. Since
deal with RGB vectors, we are constrained to one quadran
the Cartesian space. Thus, the normalization factor of 2/π in
theangleportion is attributed to the fact that the maximum a
gle which can possibly be attained isπ/2. Also, the

√
3 · 2552

normalization factor, in themagnitudepart of (5), is due to
the fact that the maximum difference vector which can exis
(255, 255, 255) and its magnitude is

√
3 · 2552. Both normaliza-

tion factors contribute so thatδ takes on possible values in th
range [0, 1].

This distance measure takes into consideration both the a
between two vectors and the magnitude of the vector differe
However, when two vectors under consideration are collin
only magnitude difference is used, which is required since
vectors can be collinear but perceptually quite different due
magnitude differences.

For comparison purposes, we have also investigated a nu
of other common vector distance measures, specifically:

• theangular distancebetween two vectors,

θ (i, j ) = 1− 2

π
cos−1

(
xi · x j

|xi | |x j |
)
, (5)

which is theanglecomponent of (5) above;
• the generalizedMinkowskimetric (L M norm) [19],

dM (i, j ) =
(

p∑
k=1

∣∣(xk
i − xk

j

)∣∣M) 1
M

, (6)

wherep is the dimension of the vectorxi andxk
i , is thekth ele-

ment ofxi . Three special cases of theL M metric are of particular
interest, namely,M = 1, 2,∞;
• and theCanberradistance defined as

p
∣∣ k k

∣∣
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FIG. 5. Flowchart of the query procedure. A distanceD is calculated between each pairing of thec representative vectors of each image indexi , with each of
then query colors. For each of thed database indices, this produces a set ofc× n distance values. For each index, then smallest of these values are passed on to

e
i

d

a

ery

ned

ase
re-

ssed
us-
e in
am
two
he
the MQS to determine the overall ranking of the image.

where p is the dimension of the vectorxi and xk
i is the kth

element ofxi . TheCanberrametric applies only to nonnegativ
multivariate data, which is the case when color vectors descr
in the RGB reference system are considered.

C. Single Color Query

Our first test of the system deals with the single color que
i.e. where only one color is specified. For each image index,
system takes a specified query color and calculates the g
distance measure toeachof the n representative vectors an
retains the minimum. The result is the closest match of the
of n representative color vectors, of a given database im

to the query color. The process is repeated for every datab

query colorsea green.

FIG. 9. Query setQ obtained from 25 test subjects who were asked to find
bed

ry,
the
iven

set
ge,

top 25 images. Figure 5 depicts the steps involved in the qu
process.

For our results, we chose to look for images which contai
at least 50% of the query colorsea greenwith RGB values
(130, 164, 53), which is shown in Fig. 6, along with the datab
imagebat from which it was extracted. Figure 7 shows the
trieval result using ourcombinationdistance, along with the
retrieval result of the other vector distance measures discu
in Section III.B. In addition, we have also included results
ing histogram techniques to compare against our techniqu
Fig. 8; specifically, we tested RGB and HSV-space histogr
techniques. Unavoidably, quantization was performed in the
color spaces. Due to the relatively uniform distribution of t

ase

e

ge is th

RGB bands, we chose eight uniform quantization bins for each
we
index and the entire set of distances are then ranked to retain the

FIG. 7. Retrieval result using (a)combinationdistance, (b)angular distance, (c) L1 norm, (d)L2 norm, and (e)L∞ norm. Top left image of each result is th
query colorsea green.

FIG. 8. Retrieval result using (a) RGB histograms with (8, 8, 8) quantization bins and (b) HSV histograms with (12, 5, 5) quantization bins. Top left imae

of the RGB bands. For the HSV color space histogram,
images which contained at least 50% of the query colorsea green(top left image).
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database index and we obtain the result withN distance vectors
D, whereN is the size of the image database (2000 in our case).2

2 Consequently, this is a linear operation and computation time can grow
as the database size increases. To help alleviate this, when each representative
vector is created it is possible to perform ordering or clustering to group similar
COLOR IMAG

took the statistical nature of the HSV space into considera
along with human sensitivity tohue and saturation, and uni-
formly quantized thehue, saturation, andvaluehistograms into
12, 5, 5 bins, respectively [6]. The similarity metric that we i
plemented for the actual retrieval was thehistogram intersection
[28].

Figure 7a depicts the top 25 retrieval results for ourcombina-
tion measure. Figures 7b–d show the results for the other ve
distance measures discussed. In addition, Fig. 8 shows the r
for the RGB and HSV-space histogram retrieval techniques
each of these figures, thetop left image is thesea greenquery
color and the similarity ranking is from highest to lowest fro
left to right, top to bottom.

All methods returned images that contained colors sim
to the query color; however, thecombinationmeasure and th
anglemeasure returned more images which were perceptu
more accurate. This was established by comparing the retri
results with aquery set Qwhich contains the images which mo
humans would consider to fit the given query. In our case,
query setQ was obtained from 25 volunteers who were aske
manually search through our 2000-image database and lis
images which were considered to contain at least 50% of
query color (sea green). The results were then tabulated and
top 25 images which were chosen the most often comprise
query setQ, depicted in Fig. 9.

Comparing Figs. 7 and 8 with Fig. 9, we see that ourcom-
binationdistance retrieves more images that belong toQ than
the other investigated measures and techniques. Specificall
measure returned 16 images from the query setQ. This is of ut-
most benefit and importance since the perceived color conte
an image is, in most cases, of greater significance than the a
pixel values. In addition, thecombinationmeasure returned les
images that were erroneous, i.e., that contained colors that
totoally irrelevant with respect to the query color.

Quantitative performance was evaluated by calculating
retrieval rate, defined as [11]:

Ri, j = Nj

Ni
× 100, (8)

whereNi are the total images in a given query setQ (i.e., all
images in the database which match the query) andNj are the
number of images which appear in the topNi retrieval posi-
tions which are part ofQ. Table 1 lists the retrieval rates for th

above mentioned distance measures. Clearly, it can be seen that

g

representative vectors together and compare query vectorsonly with represen-
tative vectors that are in close proximity to each other. One aspect of our current
the angular-based measures exhibit much higher retrieval rate,

FIG. 10. Query result for (a) images withredandgreen, (b) images withredandgreenand excludingyellow.

FIG. 11. Spatial representation of the query result for images withredandgreen. The axes represent the calculated distanceδ for each image to the correspondin
color. The origin at the top left is the closest match to both query colors.

research focuses on this issue.
FIG. 13. Plot of the (a)combinationdistance, (b)angulardistance, (c)L1 distan
0.5 to 3.0.
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TABLE 1
Retrieval Rate for Six Different Vector Distance

Measures and Two Histogram Techniques

Measure Ri, j

L1 44
L2 48
L∞ 36
Canberra 40
Angle 60
Combo 64

RGB8,8,8 48
HSV12,5,5 28

and in particular ourcombinationmeasure provided the high
est retrieval rate. It even surpassed the two histogram inde
techniques.

IV. MULTIDIMENSIONAL QUERY SPACE

During the query process, for each user-specified query c
a distance is calculated, using (5), toeachrepresentative vecto
in a given database index. For multiple color queries, a
tance to each representative vector is calculated for each q
color. We take the minimum of these distances and form
multidimensional query distance vectorD:

D(d1, . . . ,dn) = (min(δ(q1, i1), . . . , δ(q1, ic)), . . . ,

min(δ(qn, i1), . . . , δ(qn, ic))), (9)

where qn are then query colors andic are thec indexed
representative colors of each database image.

For example, let us assume that a query consists of two q
colors,q1 andq2, and a given index contains representative co
vectorsi1, i2 andi3. The minimum distanced1 betweenq1 and
i1···3 is taken, along with the minimum distanced2 betweenq2

and i1···3, to build D(d1, d2). The process is repeated for ea
ce, and (d)L2 distance of 16 colors against a color whose gamma is varied from
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dimensional distance vectorD, and the corresponding equidistant line. (b) the
COLOR IMAG

This set ofD vectors span what we call themultidimen-
sional query space(MQS) [29]. For the case of two query co
ors the space is two-dimensional, for three colors it is thr
dimensional, etc. Each database image exists at a point in
space and its location determines its retrieval ranking for
given query. The key to this ranking lies in the origin of t
MQS and theequidistant line, where all component values o
D are equal (see Fig. 12a). The database image that is the
est match toall the given query colorsq1,q2, . . . ,qn is the one
which is closest to the origin of the MQS. This implies that t
distance vectorD that is most centrally located, i.e., is colline
with theequidistantline of the MQS and at the same time h
the smallest magnitude, corresponds to the image which con
the best match toall the query colors.

Thus, we need to rank the retrieval results based on the m
nitude ofD and the angle,6 D, that it makes with theequidistant
line. To do this we combine the two values using a weigh
sum

R = w1|D| + w2 6 D, (10)

where lower rank valuesR imply images with a closer match t
both the query colors. The weightsw1 andw2 can be adjusted
to control which of the two parameters, i.e. magnitude or an
are to dominate. We have found that values ofw1= 0.8 and
w2= 0.2 give the most robust results. This is to be expec
since collinearity with the equidistant line does not necessa
imply a match withanyquery color. It implies that each quer
color is equally close to the indexed colors. However,|D|→0
implies closer matches to one or more colors. Thus, a gre
emphasis must be placed on the magnitude component.

A. Multiple Color Query

Figure 10a depicts a user query for two colors. Specificall
was desired to find images with at least 10% of the RGB co
26, 153, 33 (green) and 200, 7, 25 (red). Clearly, the top
results displayed exhibit colors with strong similarity to the tw
query colors.

Figure 11 shows a spatial representation of the retrieval res
for the same query colors. Here we can clearly see how c
the retrieved images are to each query color and how the
tor representation of the two distances determines the retri
image ranking. Clearly, the origin represents the best matc
both colors. Images which lie on the equidistant line have eq
distance to each query color; however, these images must
be close to the origin to besimilar matches to the query colors
This reasoning is easily extended to a higher dimension (i.
greater number of query colors) with the origin remaining
best retrieval result.

B. Color Exclusion
Our proposed vector approach provides a framework wh
easily accepts exclusion in the query process. It allows for ima
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queries containing any number of colors to be excluded, in a
tion to including colors in the query results. From the discuss
in Section III.A above, we are interested in distance vectorD
which are collinear with the equidistant line and which ha
small magnitude, i.e., close to the MQS origin. The exclus
of a certain color should affectD accordingly and its relation to
the equidistant line and the origin. For example, if it is fou
that an image contains an indexed color which is close to an
clusion color, the distance between the two can be used to e
pull (or push)D closer (or further) to the ideal and according
affect the retrieval ranking of the given image.

To this end, we determine the minimum distances of e
exclusion color with the indexed representative colors, us
(5), to quantify how close the indexed colors are to the exclus
colors,

X(x1, . . . , xn) = (min(δ(ξ1, i i ), . . . , δ(ξ1, ic)), . . .

min(δ(ξn, i1), . . . , δ(ξn, ic))), (11)

whereξn are then exclusion colors andic are thec indexed repre-
sentative colors of each database image. Equation (11) quan
howcloseany indexed colors are to the exclusion colors. Th
sincexn depicts similarity, a simple transformation of 1− xn

depicts dissimilarity. Thus, we can apply this transform to e
of the components ofX and then merge this withD to give the
overall multidimensional vector

∆ = [D I − X], (12)

whereI is a vector of sizen with all entries of value 1. The dimen
sionality of∆ is equal to thenumber of query colors+ number
of exclusion colors.

The final retrieval rankings are then determined from|∆| and
the angle which∆ in (12) makes with the equidistant line o
the querycolors. Figure 12b graphically depicts the notion

FIG. 12. (a) Vector representation of two query colorsq1 andq2, their multi-
ich
ge
same two query colors, one exclusion colorx1, and the resulting multidimen-
sional distance vector∆.
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color exclusion and shows how∆ affectsD and its relation to
the origin and equidistant line.

Figure 10b depicts the query result when at least 10% of
RGBcolors 26, 153, 33 (green) and 200, 7, 25 (red) (same co
as in Section IV.A), were desired and the color 255, 240,
(yellow) was excluded. Clearly, images which contained col
close toyellow were removed from the top ranking results,
compared to the Fig. 10a, whereyellowwas not excluded.

V. GAMMA

As mentioned in Section I, images are usually acquired fr
many unknown sources and can pass through a number of s
from the moment they are captured to the moment they
displayed. These stages introduce a multiplicative nonlinea
known as gamma nonlinearity [8] which can make two sp
trally identical colors appear quite different and exhibit a lo
similarity measure. This can have a profound effect on retrie
results, especially when using histogram techniques for inde
and retrieval [9].

Thus, for good image retrieval performance a common
age representation space would be ideal. However, most cu
image formats do not provide important color information, su
as gamma, to convert a given image into such a device inde
dent space. Until such a standard is proposed and accepted,
niques have to be created which deal with gamma. We have fo
that our vector approach, along with our distance measure
hibits good performance in the presence of gamma nonlinea

A. Gamma Resistance

The ideal scenario would be to find a scheme which wo
be unaffected by gamma nonlinearity. In other words, we wo
like to find a measure that retains the same retrieval rankin
candidate images, based on color, for a wide range of gam
changes.

To this end, we initially tested our system for gamma res
tance on a set of solid colors. Specifically, we used thesea green
query color and varied the gamma from 0.5 to 3.0 by utilizi
the gamma power function

y = xγ , (13)

wherex is the input value andy is the output value. Equation (13
was applied to each of theRGBplanes uniformly for each gamm
value.

These gamma-varied RGB values were then used to ca
late similarity to a set of 16 randomly selected colors using
angular distance measure. In addition, theangular L1 and L2

measures were also tested. The results are plotted in Figs. 1
along with a legend depicting the 16 colors and the gam
varied color.

Each curve in each graph depicts how the distance of the q

color to a given color changes as the gamma is varied. The
of curves together can be interpreted as the retrieval orde
, AND VENETSANOPOULOS
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the 16 colors at a given gamma value (i.e., lower distance v
implies a closer match and, thus, a higher retrieval ranking)

Clearly, theL1 andL2 measures give much more erratic b
havior than thecombinationand angular measures. Further
more, there are substantially less crossover points evident
the angular measure. These points correspond to a change
similarity ranking of a given color or image in a database. T
combinationand angular measure plots in Figs. 13a and b
hibit much smoother behavior and low variation and crossov
resulting in a retrieval ranking order that remains much more
ble across the gamma scale, which indicates that image retr
using angular-based measures should follow the same pat

B. Gamma and Retrieval

For further evidence as to the gamma resistance of our sys
we tested image retrieval under gamma variation on our e
test database. Each image in our database was indexed
our proposed indexing scheme at varying gamma nonline
values of 0.8 to 2.6 at steps of 0.2. For each set of indices cre
at each of the 10 gamma levels, retrieval was performed usin
query colorsea green, which was obtained from thebat image.
The system, once again was set to retrieve all the images w
had at least 50% of the query color.

In Table 2, the number of appearances that each imag
trieved in the top 25 positions made throughout the 10 gam
levels are listed. In other words, the retrieval of a certain im
was tracked across the retrieval results of the varying gam
levels. For each gamma level, the top 25 retrieval results w
displayed simultaneously. Each image was tracked to see
remained among the top 25 retrieved images, as the ga
value was varied, and the number of appearances that eac
age made was tabulated. The entries with an asterisk ind
the number of appearances thebat image made, i.e., the imag
from which the query color was extracted. For thecombination
andangulardistance measure there were 21 images which
peared 6 or more times. Three images appeared 10 times fo

TABLE 2
Comparison of the Number of Appearances Each Image Makes

in Each Retrieval Result at 10 Different Gamma Levels

RGB HSV
Appearances Combo Angle L2 L1 (8, 8, 8) (12, 5, 5)

1 10 12 27 27 20 10
2 8 5 8 14 20 12
3 3 3 14 14∗ 12 6
4 5 8 12∗ 11 9 3
5 4 3 9 5 4 6
6 5 6 7 8 2 3∗
7 4 2 2 4 2 1
8 5 2 2 1 3 1
9 4∗ 4 0 0 2∗ 2

10 3 7∗ 0 0 3 10

set

r of
Unique 54 52 81 84 77 54
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combinationmeasure and seven images appeared 10 time
the angular measure. However, it was found that many of
images which theangularmeasure retrieved 10 times were n
accurate retrievals and only three of them were members o
query setQ, whereas with thecombinationmeasure, all four
images were members ofQ.

In addition, a low number ofuniqueimages factored into th
retrieval results. Byuniqueimages, we refer to images whic
appearedonly onceacross the varying gamma level retrieval
sults. Thus, the ideal retrieval result over all the gamma val
would be 25uniqueimages, i.e., the same 25 images retriev
consistently amongst the top 25 retrieval results, at each o
10 gamma levels. The worst case is 25 different images retri
at each gamma level, i.e. 250uniqueimages. Theangularmea-
sure had the leastuniqueimages; however, as mentioned abo
many retrieved images were inaccurate retrievals.

For comparison, we also investigated other distance meas
namely theL1 and L2 measures, and we have also includ
results using histogram techniques. Specifically, we varied
gamma nonlinearity value from 0.8 to 2.6 in steps of 0.2
above, and built an RGB and HSV histogram for each data
image at each gamma level, as was done in Section III.C.

These methods provided results which are not nearly as ro
to gamma changes as our proposed method and resulted in
number ofuniqueimages and much fewer appearances hig
than six. The only exception is the HSV histogram, which see
to perform well in the presence of gamma nonlinearity. Ho
ever, if we look at Fig. 14, where retrieval rate is plotted aga
gamma, we see that the HSV-histogram technique exhibits
lowest retrieval rates across the gamma values. Furthermor
find that the highest retrieval rates are obtained by the ang
measures, with the widest peak exhibited by thecombination
distance measure. Thus, thecombinationmeasure provides th
highest retrieval rates over a wider range of gamma values,
all other techniques, while retaining a low number ofunique
images.
FIG. 14. Plot depicting the effect of gamma nonlinearity on the retrieval rat
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This can be attributed to the fact that thecombinationmeasure
takes both angle and magnitude difference into considera
Since gamma nonlinearity primarily affects intensity, angu
differences remain relatively unaffected, which explains w
theangularmeasure results in a low number ofuniqueimages.
However, intensity difference is still important for optimal col
similarity, which explains why thecombinationdistance also has
a low number ofuniqueimages, but at the same time exhib
much better retrieval rates.

VI. CONCLUSIONS

In this paper we present a new scheme for color image ind
ing and retrieval. We perform a recursive HSV-space segme
tion technique to identify perceptually prominent color areas
use the average color vector of these areas as image indices
database. Due to the vector nature of our system, we implem
a combinationdistance measure, based on the vector ang
distance, in the retrieval process. The query mechanism pr
very flexible, allowing single and multiple color queries via
multidimensional query space. In addition, colorexclusioncan
be implemented where certain colors can be specified tonot be
present in the query results. We have tested our system an
distance measure against other common vector distance
sures and also against popular histogram indexing scheme
found that it outperforms them all. The retrieval results exh
the highest retrieval rate of all the measures and methods inv
gated. Furthermore, the results comply much more closely w
results which our set of 25 human observers considered cor
Last, we have found that our system provides more stable
robust results across a wide range of varying gamma nonlin
ity values, which is important when dealing with general ima
databases which contain images from unknown sources.
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