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Digital watermarking has been proposed for the protection of digital medias. This paper
presents two watermarking algorithms for binary images. Both algorithms involve a
blurring preprocessing and a biased binarization. After the blurring, the first algorithm
embeds a watermark by modifying the DC components of the Discrete Cosine Transform
(DCT), followed by a biased binarization, and the second one embeds a watermark
by directly biasing the binarization threshold of the blurred image, controlled by a
loop. Experimental results show the imperceptibility and robustness aspects of both
algorithms.

Keywords: digital watermarking; binary image; binarization.

1. Introduction

There has been a rapid growth in the usage of digital medias recently. Not only
multi-level images, video, and audio are in digital forms, but binary images are
also digitized in the applications involving electronic documents such as digitized
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handwritten signature, legal and financial documents, digital books, maps, and
architectural and electronic drawings. As multimedia contents are stored in the
digital format, it has become possible to make identical copies, modify the content
or forge information using powerful software and digital devices available with great
ease. Digital watermarking is proposed to protect digital media contents and prevent
or discourage illicit redistribution and reproduction of them through embedding
copyright and authentication information within media contents.

Majority of digital image watermarking techniques in the literature are proposed
for gray-scale/color images 1,2, while the digital watermarking methods for binary
images are quite limited in comparison. One important reason for this difference
is that binary images lack rich gray-scale information that can be easily modified
imperceptibly. The systems working on gray-level images, in which the pixels may
take on a wide range of values, are not directly applicable to binary images, in
which there are only two pixel values and no small gray-level variation. Any modifi-
cation in a binary image is a flipping from one level to the other. Thus, watermark
embedding without causing visibly noticeable artifacts becomes more difficult for
binary images.

Most of watermarking algorithms for binary images embed a watermark by
modifying pixels directly in the spatial domain3. A class of algorithms have been
developed for formatted text documents to embed data through the modification
of certain format features, such as space, height, or width4,5,6,7,8. The modification
is done by shifting text lines, words or characters, or flipping a group of pixels.
These algorithms offer some robustness against copying or other processing/attacks,
while they have limited capacity and are applicable to formatted text image only
rather than general binary images. A number of other algorithms divide the image
into small blocks and embed a watermark through the flipping of individual pixels
9,10,11,12,13. These algorithms can be applied to general binary images and they have
large capacity. However, they are for fragile watermarking applications and usually
do not offer robustness. There are also algorithms specially proposed for halftone
images 14.

In this paper, we present two binary image watermarking algorithms that use
different approaches but share the same working principle that is different from
those described above. One is the DC watermarking (DCW) algorithm and the
other is the direct biasing watermarking (DBW) algorithm. They both involve a
preprocessing that blurs the original binary image to a gray-level image and a bi-
narization process with a biased binarization threshold. DCW embeds a watermark
through the modification of the DC components of the Discrete Cosine Transform
(DCT) 15,16, and DBW embeds a watermark by the direct biasing on the binariza-
tion threshold. The DCW algorithm is analyzed in details and the DBW algorithm
is a simplified and enhanced version based on the analysis. Experiments show that
the visual distortion introduced by these two algorithms is not obtrusive and they
have some robustness against cropping and additive noise.

The organization of this paper is as follows. In the next section, we will present
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the DCW algorithm and analyze it in details. Based on the analysis, we propose
the DBW algorithm in Sec. 3. Experimental results and the conclusion are in Secs.
4 and 5.

2. Watermark Embedding in DC Components of DCT

The DCW algorithm is developed for binary images based on the embedding strat-
egy proposed for gray-level images by Huang et al. 17. The original binary image is
blurred through a low-pass filtering to get a gray-level image and then the water-
mark is embedded in the DC components of the DCT of the blurred image, followed
by an inverse DCT (IDCT) and a binarization process with a biased binarization
threshold. The watermark used is a random number sequence with Gaussian dis-
tribution. The watermark extraction process requires the presence of the original
binary image.

We investigate the feasibility of the DC component embedding for binary images
first to show that watermark embedding in DC components is impossible for binary
images if the embedding is done directly on binary images, or the binarization
threshold is chosen to be simply the mid-point, i.e. the mean of the maximum and
minimum intensities. The DCW algorithm is then introduced and analyzed to show
why the watermark can survive even after binarization.

2.1. The feasibility of DC components embedding

An image f(x, y) of size N ×N can be represented by its IDCT as following18:

f(x, y) =
N−1∑
u=0

N−1∑
v=0

{
ρ(u)ρ(v)C(u, v) cos

[
(2x + 1)uπ

2N

]
· cos

[
(2y + 1)vπ

2N

]}
, (1)

where C(u, v) is the DCT coefficient and ρ is given as

ρ(u) =
{√

1/N for u = 0√
2/N for u = 1, 2, ..., N − 1.

(2)

Let SAC(x, y) be the sum of the contributions from all AC components (all values
of u, v except u = v = 0), then

f(x, y) = [ρ(0)]2 C(0, 0) + SAC(x, y), (3)

where the DC component C(0, 0) is defined as 18:

C(0, 0) = [ρ(0)]2
N−1∑
x=0

N−1∑
y=0

f(x, y) =

∑N−1
x=0

∑N−1
y=0 f(x, y)
N

. (4)

Suppose that only the DC component is modified to C ′(0, 0) to embed a water-
mark and the image after modification of f(x, y) is f ′(x, y). Thus,

f ′(x, y) = [ρ(0)]2C ′(0, 0) + SAC(x, y). (5)
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Therefore, the change due to the modification is

∆f(x, y) = f ′(x, y)− f(x, y) = [ρ(0)]2∆C(0, 0), (6)

where

∆C(0, 0) = C ′(0, 0)− C(0, 0). (7)

From the above equations, ∆f(xi, yj), the change in the intensity of a particular
pixel f(xi, yj), is a constant for all pixels in the image f(x, y) and it is independent
of its position (xi, yj). Therefore, after modification,

f ′(x, y) = f(x, y) + const. (8)

For binary image watermarking, when f ′(x, y) is not binary, it has to be bina-
rized using a binarization threshold Tbi to obtain the watermarked binary image
g(x, y). Usually uniform (all black/white) image blocks are not considered to be wa-
termarked for imperceptibility. We observe the following two properties regarding
binary image watermarking through DC component modification.

Property 1. For a binary image f(x, y) such that f(xi, yj) ∈ {0, 1}, where
i, j = 0, 1, ..., N − 1, a watermark embedded in f(x, y) through DC modification
cannot survive as long as the binarization threshold chosen is between the maxi-
mum intensity (Imax) and the minimum intensity (Imin) in f(x, y).

Proof. From Eq. (8) above, if f(x, y) is binary, f ′(x, y) ∈ {const, const + 1} has
only two levels too and for any binarization threshold Tbi between Imin (const) and
Imax (const + 1), const < Tbi < const + 1, the watermarked image

g(xi, yj) =
{

0 if f(xi, yj) = 0
1 if f(xi, yj) = 1.

This means that the watermarked binary image is identical to the original binary
image and the watermark embedded is removed completely. For other Tbi, Tbi ≥
const + 1 or Tbi ≤ const, g(x, y) becomes a uniform black/white image, which is
not acceptable for imperceptibility.

Property 2. For a gray-level image f(x, y), DC component modification has no
effect on the image after binarization if a mid-point threshold is used.

Proof. If a gray-level image f(x, y) is to be binarized using the mid-point thresh-
old, Tbi = (Imax + Imin)/2, where Imax and Imin are the maximum intensity and
minimum intensity in f(x, y), respectively, from Eq. (8), the maximum and mini-
mum intensities in f(x, y) and f ′(x, y) have the similar relation too:

Imax
′ = Imax + const, Imin

′ = Imin + const

and the mid-point threshold Tbi
′ (in f ′(x, y)) is calculated as:

Tbi
′ = (Imax

′ + Imin
′)/2

= (Imax + Imin)/2 + const = Tbi + const.
(9)
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Fig. 1. DC components watermarking (DCW) algorithm for binary images.

We can see that

f ′(xi, yj) > Tbi
′ if f(xi, yj) > Tbi,

f ′(xi, yj) = Tbi
′ if f(xi, yj) = Tbi,

f ′(xi, yj) < Tbi
′ if f(xi, yj) < Tbi.

Therefore, if a mid-point threshold is used, doing binarization before or after the
modification of the DC component has the same binary output image, which means
that the watermark embedding is meaningless and the embedding will fail.

2.2. Successful watermark embedding in DC components

Based on the two properties derived above, we propose the DC components water-
marking algorithm. As shown in Fig. 1, the DCW algorithm proposed for binary
images is similar to that proposed by Huang et al.17, except that there are a prepro-
cessing that blurs the input binary image to a gray-level image, and a postprocessing
that binarizes the image after embedding to a binary image. These two processing
are described below.

The blurring preprocessing is to obtain a gray-level image from the input bi-
nary image. A low-pass filtering works fine for this purpose. This preprocessing is
necessary to avoid the failure of watermark embedding in DC components due to
Property 1 discussed in the previous section. We use a Gaussian low-pass filter with
a window of size 5× 5. We observed that the filtering of a binary image with white
background is likely to produce obtrusive noises near the edges of the image. The
cause is that when the filter processes the pixels near the image edges where the
filter window is only partially within the image, the part of the window that is out-
side of the image is treated as with pixel value 0 (black). However, black pixels near
the image edges are obvious against the white background. To solve this problem,
we expand the original image by two pixels with the background color (white) for
the four image edges before blurring.

The post-embedding binarization is another critical step for successful water-
marking. Binarization is to ensure that the watermarked image is still a binary
image. As discussed above, a mid-point threshold will lead to embedding failure.
Therefore, it is necessary to find a suitable threshold method such that the water-
mark embedded can survive after the binarization, yet the visual distortion resulted
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is not obtrusive. We succeed by introducing a bias Bbi in determining the binariza-
tion threshold. Below we give a brief description of the watermarking algorithm.

(i) The original image f(x, y) of size M ×N is expanded with white pixels (two at
each image edge) to an image fe(x, y) of size (M +2)× (N +2). The expanded
image fe(x, y) is then low-pass filtered using a Gaussian filter with a window
of size 5 × 5 and a standard deviation of σ to produce feb(x, y), from which
the blurred version fb(x, y) is obtained by ignoring two pixels at each image
edge. We choose σ = 1 in the testing of the DCW algorithm. A larger σ offers
better robustness but poorer quality, and vice versa. The blurred image fb(x, y)
is then split into non-overlapped blocks of 8× 8.

(ii) The non-uniform 8 × 8 blocks in the original image f(x, y) are identified and
those uniform blocks (all black/white) will be skipped in embedding for im-
perceptibility. Denote each block in fb(x, y) corresponding to the non-uniform
blocks in f(x, y) as fb k(r, s), r, s = 0, 1, ..., 7, and k = 0, 1, ..., Nf − 1, where
Nf is the number of non-uniform 8× 8 blocks in f(x, y).

(iii) Each block fb k(r, s) is DCT transformed to get

Cb k(u, v) = DCT{fb k(r, s)}, 0 ≤ u, v < 8. (10)

The watermark WG with length LW = Nf is a random number sequence with
Gaussian distribution N(0, 1). The watermark is embedded one element per
block by modifying the DC value in Cb k(u, v) as:

C ′b k(u, v) =
{

Cb k(u, v) · (1 + α ·WG(k)) if u = v = 0
Cb k(u, v) otherwise.

(11)

where α is a scaling factor.
(iv) The image block is IDCT transformed to obtain f ′b k(r, s), the gray-level image

block after embedding:

f ′b k(r, s) = IDCT{C ′b k(u, v)}. (12)

This gray-level image block is then binarized to obtain the watermarked binary
image block f ′bb k(r, s) using a biased threshold T ′bib k:

f ′bb k(r, s) =
{

0, if f ′b k(r, s) < T ′bib k

1, if f ′b k(r, s) ≥ T ′bib k

(13)

and

T ′bib k = (I ′max k + I ′min k) · (0.5−Bbi), (14)

where I ′max k and I ′min k are the maximum and minimum intensities in the
block image f ′b k(r, s), respectively, and Bbi is the bias in the binarization (0 <

Bbi < 0.5). A large value of Bbi will result in better robustness while poorer
image quality, and vice versa. Therefore, we prefer a small value of Bbi for less
visual distortion. Experimentally, the typical choice of Bbi is 0.0004 for text
document images.
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(v) The whole watermarked image g(x, y) is then obtained by replacing the Nf

non-uniform 8× 8 blocks in f(x, y) with the modified ones.

2.3. Watermark detection

In the watermark detection for a test binary image g(x, y), the original binary image
f(x, y) is required. From f(x, y), the non-uniform 8×8 blocks are identified and the
corresponding blocks in g(x, y) are used to extract the watermark ŴG. The original
image is blurred using the same Gaussian filter to get fb(x, y) for the extraction.
Let C∗k(u, v) denote the DCT of the corresponding block gk(x, y), then

ŴG(k) = C∗k(0, 0)− Cb k(0, 0). (15)

The normalized correlation between ŴG and WG is calculated to determine whether
g(x, y) is a watermarked copy:

corr(ŴG,WG) =
∑Nf−1

k=0 (ŴG(k)′ ·WG(k))√∑Nf−1
k=0 ŴG(k)′

2 ·∑Nf−1
k=0 WG(k)2

, (16)

where ŴG(k)′ = ŴG(k) − ŴG has a zero mean with ŴG denoted as the mean of
ŴG. A correlation/similarity threshold Twm is chosen based on experimental results
to make a decision. ŴG is classified as a corrupted version of the true watermark
WG if corr(ŴG, WG) > Twm.

2.4. Analysis on the DCW algorithm

To see why the watermark can survive, the effects of the bias in the binarization
need to be examined. Suppose that Tmid k is the mid-point of fb k(r, s) and T ′mid k

is the mid-point of f ′b k(r, s) after the embedding of WG(k). From Eqs. (6), (7), (9)
and (11), we have

T ′mid k = Tmid k + [ρ(0)]2 · [C ′b k(0, 0)− Cb k(0, 0)]
= Tmid k + (1/8) · [α ·WG(k) · Cb k(0, 0)]
= Tmid k + [α · Cb k(0, 0)/8] ·WG(k)
= Tmid k + Dk ·WG(k),

(17)

where Dk = α · Cb k(0, 0)/8 is a constant for the image block. From Eq. (14),

T ′bib k = (I ′max k + I ′min k) · (0.5−Bbi)
= (I ′max k + I ′min k)/2− (I ′max k + I ′min k) ·Bbi

= T ′mid k − 2 · T ′mid k ·Bbi.

(18)

Suppose we have |Dk · WG(k)| > |Tmid k|. If WG(k) > 0, then Dk · WG(k) >

Tmid k, and from Eq. (17), T ′mid k > 0. According to Eq. (18), the binarization
threshold is lowered by 2 · T ′mid k · Bbi. Lower threshold raises the probability
of increased number of ‘1’s (white pixels) after the binarization, which results
in an increased DC value according to Eq. (4). Similarly, if WG(k) < 0, then
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Dk · WG(k) < −Tmid k, T ′mid k < 0, and the binarization threshold is raised by
|2 · T ′mid k ·Bbi|. Higher threshold raises the probability of increased number of ‘0’s
(black pixels) after the binarization, which results in a decreased DC value. There-
fore, a positive WG(k) tends to raise the DC value and a negative WG(k) tends
to lower it. Furthermore, the larger the value of |WG(k)| is, the stronger such ten-
dencies will be. On the other hand, larger magnitudes of α and Bbi will strengthen
such tendencies too, while causing more visual distortion at the same time. This
explains why the watermark embedded can still survive although not all WG(k)
may result in a DC value change and succeed in the embedding.

We compute the probability of |Dk ·WG(k)| > |Tmid k| to get

P [|Dk ·WG(k)| > |Tmid k|] = P [|(α/8) · Cb k(0, 0) ·WG(k)| > |Tmid k|]
= P [|WG(k)| > (8/α) · |Tmid k/Cb k(0, 0)|].

Let Imax k and Imin k denote the maximum and minimum intensities in the block
fb k(r, s), respectively. We have Tmid k = (Imin k + Imax k)/2 and from Eq. (4)

Cb k(0, 0) = (
∑7

r=0

∑7
s=0 fb k(r, s))/8

≥ (63 · Imin k + Imax k)/8
≥ (62 · Imin k + 2 · Tmid k)/8.

In a binary image, a pixel value is either ‘0’ or ‘1’. After a low-pass filtering, the
blurred image will have pixel values ranging from ‘0’ to ‘1’. Therefore, fb k(r, s) ≥ 0
and Imin k ≥ 0. Then we have Cb k(0, 0) ≥ (2 · Tmid k)/8 ≥ (Tmid k)/4. Hence,
0 ≤ |Tmid k/Cb k(0, 0)| ≤ 4.

Since WG has a normal distribution, when a large α (= 90) is selected, we can
get a high probability of |Dk · WG(k)| > |Tmid k|, indicating that the watermark
has high possibility to be embedded successfully. Fig. 2 shows the variation of this
probability against the full range of |Tmid k/Cb k(0, 0)|. It should be noted that in
real images, the values of |Tmid k/Cb k(0, 0)| are concentrated at the lower range, as
shown in the histogram in Fig. 3, which shows the distribution of |Tmid k/Cb k(0, 0)|
among the non-uniform 8 × 8 blocks of all the eight CCITT standard binary test
images 19.

3. Watermark Embedding through Direct Biasing of Binarization
Threshold

Based on the insights from the analysis on the DCW algorithm, we can see that
DC component modification is a spatial domain technique in effect and the modifi-
cation of DC components is equivalent to adding constant values to all pixels in the
spatial domain. Therefore, we developed the direct biasing watermarking (DBW)
algorithm, which is more efficient than the DCW algorithm.

In DBW, the original binary image is blurred to a gray-level image to enable
embedding as in DCW. However, DCT and IDCT are not involved, which greatly
simplifies the watermarking procedure. The embedding is done by using the water-
mark information to bias the binarization threshold directly, i.e., the binarization
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Fig. 2. The probability of |Dk ·WG(k)| > |Tmid k| against |Tmid k/Cb k(0, 0)| for α = 90.

Fig. 3. The count of the non-uniform 8× 8 blocks in the eight CCITT binary test images over the
range of |Tmid k/Cb k(0, 0)|.

procedure is the same as the embedding procedure, unlike the DCW algorithm,
where the binarization procedure follows the embedding procedure. A loop is used
to control the visual quality of the watermarked binary image and robustness. A
feature vector is extracted as a key to be used in watermark extraction so that the
original binary image is no longer necessary in the extraction (this can be done for
DCW too). The watermark is a digital bitstream representing any kind of digital
information rather than a random number sequence. To improve the extraction
accuracy, the watermark is coded using error correction code (ECC).

Fig. 4 shows the system flow of the DBW algorithm. We embed the watermark
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Fig. 4. The direct biasing watermarking (DBW) algorithm.

W into the original binary image f(x, y) of size M ×N to obtain the output image
g(x, y).

In DBW, blurring is a necessary preprocessing too. The blurred image fb(x, y)
is obtained from the original image f(x, y) in the same way as in DCW and split
into non-overlapped blocks of 8×8. We choose σ = 0.7 for the low-pass filter in the
testing of the DBW algorithm.

As usual, we skip the blocks in fb(x, y) corresponding to the uniform (all
black/white) blocks in f(x, y) to preserve the visual quality of the image after
embedding. The watermark is embedded by binarizing the blocks in fb(x, y) that
correspond to the non-uniform 8 × 8 blocks in f(x, y) with biased thresholds. We
denote the number of the non-uniform 8×8 blocks in f(x, y) as Nf and each corre-
sponding block in fb(x, y) as fb k(r, s), where r, s = 0, 1, ..., 7, and k = 0, 1, ..., Nf−1.

The watermark W is a bitstream of ‘0’s and ‘1’s, and it is encoded with
BCH(31,6) 21 to reduce the extraction error. The coded watermark Wc is of length
LWc ≤ Nf .

As mentioned, the DCW algorithm requires the original image in watermark
extraction, which may not be convenient in practice. In the DBW algorithm, we
eliminate this limitation by extracting a key to be used in the extraction. This
key, KN , is extracted as the number of white pixels in each block of f(x, y) (both
uniform and non-uniform) and it is of length LKN , where LKN is equal to the total
number of 8× 8 blocks in f(x, y).

For each block fb k(r, s), the maximum and minimum intensities are Imax k and
Imin k, respectively. The initial value of the binarization bias Bk depends on the
watermark signal Wc(k) as following:

Bk =
{

0.05, if Wc(k) = 1
−0.05, if Wc(k) = 0.

(19)

This bias is adjusted through a loop to control the amount of visual distortion
and the robustness, as shown in Fig. 5. In the figure, CL is a counter and it is ini-
tialized to 0. The maximum number of iterations is limited to ML. The binarization
threshold Tb k is calculated as following:

Tb k = (Imax k + Imin k) · (0.5−Bk). (20)

Thus, bit ‘1’ in Wc will lower the threshold and bit ‘0’ in Wc will raise it. The block
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Fig. 5. Loop to control the embedding in the DBW algorithm.

fb k(r, s) is then binarized to gk(r, s) using Tb k:

gk(r, s) =
{

0, if fb k(r, s) < Tb k

1, if fb k(r, s) ≥ Tb k.
(21)

Therefore, a lowered threshold (by bit ‘1’ in Wc) tends to increase the number of
white (‘1’s) pixels and a raised threshold (by bit ‘0’ in Wc) tends to reduce it.

We denote the number of white pixels in fk(r, s) and that number in gk(r, s)
as Df k and Dg k, respectively. For successful embedding, we need to have the
following condition:

{
Dg k < Df k, if Wc(k) = 0
Dg k > Df k, if Wc(k) = 1.

(22)

If this condition is not satisfied after the biased binarization, we increase the bias
to λI ·Bk (λI > 1) until the condition is satisfied or CL ≥ ML.

On the other hand, when the condition in (22) is satisfied, it is possible that
the visual distortion in the block is too much. Hence, for better visual quality, we
should reduce the amount of bias when this happens. We denote the maximum
acceptable number of flipped pixels in a block as Mc. Then we reduce the bias to
λD ·Bk (0 < λD < 1) if |Dg k−Df k| > Mc. A larger Mc provides better robustness
while resulting in poorer visual quality.
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Fig. 6. The original binary image.

In our experiments, we choose λI = 1.5 and λD = 0.5. Inappropriate values of
λI and λD may require more iterations to reach satisfactory results.

In case that the condition in (22) is not satisfied after the loop, we keep gk(r, s) =
fk(r, s), where fk(r, s) is the corresponding non-uniform 8× 8 block in f(x, y). The
watermarked binary image g(x, y) is obtained by replacing fk(r, s) in f(x, y) with
gk(r, s).

Watermark extraction is a simple process. To extract watermark Ŵc from a test
binary image g(x, y), we split g(x, y) into 8× 8 blocks. The key KN is required and
each element in KN corresponds to an 8 × 8 block in g(x, y). If the element from
KN is either 0 or 64, the corresponding block in g(x, y) is skipped since there is no
embedding in uniform blocks. Otherwise, a ‘1’ is extracted if the number of white
pixels in the block is greater than the value of the element from KN , and a ‘0’ is
extracted otherwise.

4. Experimental Results

We use the text image shown in Fig. 6, which is a cut of the CCITT1 image 19, as
the original image f(x, y) to test the two proposed algorithms. Its size is 512×512.
There are 1830 (≈ 44.7%) non-uniform 8× 8 blocks out of 4096 in f(x, y).

4.1. Watermarking results

4.1.1. The DCW algorithm

The test image is watermarked using the DCW algorithm with α = 90 and
Bbi = 0.0004 for a balance between the robustness and imperceptibility, and the
watermarked image is shown in Fig. 7(a). The watermark length LW = 1830. In
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the embedding, 1814 out of 1830 (≈ 99.1%) blocks satisfy |Dk ·WG(k)| > |Tmid k|,
which agrees with our analysis in Sec. 2.4.

In the watermarked image, 2854(≈ 1.1%) pixels are flipped. The PSNR is
19.63dB and the DRDM measure 20 with m = 5 is 0.66. Visual inspection shows
that the watermarked image is still in good quality and the visual distortion is
not obtrusive. However, some of the “holes” in some characters, such as ‘a’, ‘e’, ‘g’
and ‘s’, are filled completely by the embedding process, which is not desired. Fig.
7(b) shows the pixels flipped due to the watermark embedding. The original black
pixels are brightened and the pixels flipped are shown as black dots. We can see
that most of the pixels flipped are near the contours of the characters except some
“hole-filling” defects.

The detector response in Fig. 8 shows the correlations between the extracted
watermark and the true or false watermarks. The 500th watermark is the true one
and all the others are false watermarks randomly generated. We can see that the
detector gives a quite strong response, after undergoing the binarization process,
which is a very strong interference as pointed out by Liu et al. 4. From the detector
response, the threshold Twm in the detection is safely set to 0.1.

4.1.2. The DBW algorithm

In the testing of the DBW algorithm, the key length LKN = 4096 and Nf = 1830.
We choose ML = 20 and Mc = 2 for the control loop in our experiments. We
generate a random bitstream W of length 354, and after BCH(31,6) coding we
have the watermark Wc of length LWc = 1829 for embedding.

The image after watermark embedding is shown in Fig. 9(a). There are 2361(≈
0.90%) pixels flipped in the image. We have the measured quality PSNR = 20.45dB

and DRD = 0.58 with m = 5 20. The perceived visual quality of the watermarked
image is quite good and the visual distortion is not obtrusive. The “hole-filling”
defects in the results for the DCW algorithm do not occur here, attributing to
the loop control on the visual quality. Fig. 9(b) shows the pixels flipped due to
the watermark embedding as in Fig. 7(b). Most of the pixels flipped are near the
contours of the characters too and the embedding does not affect the visual quality
of the binary image much.

There is no error in the decoded Ŵ after the extraction of Ŵc, attributing to
the BCH coding. There are 121(≈ 6.62%) bits error in Ŵc.

4.2. Robustness test results

The robustness against cropping and additive noise are tested. The cropping test
is implemented as in the experiments by Liu et al. 4, where a number of rows are
cropped from the watermarked image and the cropped portion is inserted into the
original image to extract the watermark. The robustness against additive noise is
tested by adding Gaussian white noise of mean 0 and variances ranging from 0.01
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(a) Watermarked binary image.

(b) Flipped pixels.

Fig. 7. The watermarked binary image and the flipped pixels in it for the DCW algorithm.

to 0.1. The image after adding noise is a gray-level image and needs to be binarized
with a mid-point threshold.

The results of the robustness tests against cropping and additive noise for the
DCW algorithm are shown in Fig. 10(a) and Fig. 10(b), respectively. The ratio of
pixels changed (flipped) in the watermarked binary image before and after adding
noise is shown by the dash line in Fig. 10(b). We can see that mostly the detector
responses are well above the threshold Twm.

The results of the robustness tests against cropping and additive noise for the
DBW algorithm are shown in Fig. 11(a) and Fig. 11(b), respectively. The Bit Error
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Fig. 8. Detector response for the watermarked image of Fig. 7(a).

Rates (BERs) are shown for both with ECC and without ECC. The ratio of pixels
changed (flipped) in the watermarked binary image before and after adding noise
is shown by the dash-dot line in Fig. 11(b). We can see that the ECC coding,
BCH(31,6), is more effective with random additive noise than with cropping, and
its effectiveness (improvement in BER) decreases as the amount of additive noise
increases.

5. Conclusion

This paper presents two binary image watermarking algorithms that embed a water-
mark through blurring the original binary image to a gray-level one and introducing
a bias in the binarization process.

The feasibility of watermark embedding in the DC components of DCT for
binary images is studied. It has been shown that direct embedding in the DC com-
ponents of DCT for binary images is not feasible. Also, a mid-point threshold in
binarization will remove the watermark information embedded in the DC compo-
nents even if the original image is converted to a gray-level image. We propose the
DC watermarking algorithm based on these two properties. The blurring prepro-
cessing transforms a binary image into a gray one, removing the first obstacle, and
the introduction of a biased binarization threshold combats the second obstacle.

Based on the analysis of the DCW algorithm, we propose an enhanced algo-
rithm, the direct biasing watermarking algorithm. The original binary image is
blurred to a gray-level image to enable embedding, and the watermark bitstream
is then embedded by directly biasing the binarization threshold, without DCT and
IDCT. Hence it is more efficient. A loop is used to control the visual quality of the
watermarked image and the robustness. A key is extracted for watermark extrac-
tion so that the original binary image is not required in the extraction. For higher
extraction accuracy, error correction code is used.

We have validated our analysis on the DCW algorithm in our experiments. The
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(a) Watermarked binary image.

(b) Flipped pixels.

Fig. 9. The watermarked binary image and the flipped pixels in it for the DBW algorithm.

experimental results show that the visual distortion in the watermarked binary
images is not obtrusive for both algorithms and they both have some degree of
robustness against cropping and additive noise. In comparison, the DBW algorithm
is more efficient than the DCW algorithm. Moreover, with the control loop, the
DBW algorithm does not have the problem of “hole-filling” defects occurring in the
DCW algorithm.
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(a) Robustness against cropping. (b) Robustness against additive white Gaus-
sian noise degradation.

Fig. 10. Robustness test results for the DCW algorithm.

(a) Robustness against cropping. (b) Robustness against additive white Gaus-
sian noise degradation.

Fig. 11. Robustness test results for the DBW algorithm.
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